Abstract—Cyber-physical attacks exploit intrinsic natures of physical systems and can severely damage cyber-physical systems (CPSs) without being detected by the conventional anomaly detector. In this article, based on software-defined networking, we propose a holistic resilient CPS framework that can detect, isolate, and recover from cyber-physical attacks in real time. To show the effectiveness of the proposed framework, we focus on the pole-dynamics attack (PDA), a newly reported stealthy sensor attack that can make the physical system unstable. We develop an efficient detection algorithm for PDA and embed it into the proposed framework. By implementing a testbed, we validate that the proposed framework guarantees resilience of CPS against the PDA.
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I. INTRODUCTION

Cyber-physical systems (CPSs) are tightly integrated networked control systems, in which physical systems in the real world and control software in the cyber space are connected through networks [1]–[4]. While the network connectivity of CPS significantly enhances efficiency of complex industrial systems [5], this connectivity is vulnerable to malicious attacks that can make the physical systems unstable [6]–[8]. For instance, in 2015, a malicious attacker invaded the corporate network of the Ukraine power grid and executed malware to cause a massive power outage [9].

A cyber-physical attack is defined as a corruption of the control-related data in CPS, which causes faults in the controls of the physical systems. The goal of the attacker is to make the physical systems reach an unstable state, which may result in significant economic loss, physical equipment damage, and human casualties. To guarantee the safety of physical systems under cyber-physical attacks, a physical-knowledge-based anomaly detector is adopted in the computing systems, which is able to detect certain attacks. Still, several stealthy cyber-physical attacks have been recently reported. These include the replay attack [10], zero-dynamics attack (ZDA) [11], pole-dynamics attack (PDA) [12], and covert attack [13].

The covert attack is the most sophisticated one because it requires the physical system model and needs to manipulate both control input signals and sensor measurements at the same time. Hence, it is difficult to realize a covert attack in practice. Meanwhile, the implementation difficulty for the attacker is substantially reduced with the ZDA and PDA because they only need to corrupt the control input signal or sensor measurement, respectively. In particular, the PDA is the most recently reported stealthy sensor attack, for which detection and mitigation methods have not been fully addressed.

In this article, we propose a cyber-physical security framework against the PDA, which can detect, isolate, and recover from the attack in real time. We approach the PDA detection in the network domain; intelligent devices in the network directly inspect the sensor measurement with a control-theoretical PDA detection algorithm. After PDA detection, we implement the following two consecutive network recovery processes; attacker isolation from the network and feedback loop reconstruction between physical and computing systems. To this end, we adopt software-defined networking (SDN) technology. The main contributions of this article are summarized as follows.

1) We propose a real-time resilient CPS framework against the PDA. The proposed architecture is a holistic network-wide approach to detect, isolate, and recover from the PDA in real time.

2) We validate the proposed resilient architecture by substantial experiments. In particular, we implement an SDN testbed and carry out empirical study for the real-world performance.

To the best of authors’ knowledge, this work is the first study on PDA detection and mitigation that operates in real time. The rest of this article is organized as follows. In Section II, we present related studies on resilient CPS and stealthy cyber-physical attacks. Section III provides the basics of the PDA. In Section IV, we propose a cyber-physical security framework. In Section V, we evaluate the resilience of our framework against the PDA. Section VI concludes this article.
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II. RELATED WORK

A. Resilient CPSs

In the control-theoretical domain, a resilient CPS framework is proposed in [14], which has a physical knowledge based detector and a data-driven detector. When a cyber-physical attack is detected on a supervisory controller, this framework replaces the control policy to maintain the stability of the physical system. However, attack isolation on the network is beyond the scope of this research.

In the computing domain, an attack-tolerant CPS design is presented in [15], where there are two strategies to ensure CPS safety, i.e., software restart and trust execution environment on hardware platforms. These two strategies eliminate abnormal tasks by an adversary and provide trusted computation on the computing systems, where each strategy is selected by the dynamics of the physical systems and the specifications of the computing systems. However, the elimination of the abnormal tasks does not indicate attacker isolation on the CPS.

In the network domain, an SDN-based cyber-physical attack countermeasure is proposed in [7], which only provides resilience for a communication-based train control (CBTC) system against fault-data injection. Distributed SDN devices on the CBTC system observe the intrusion attempts of the attacker. Then, the proposed countermeasure swaps the centralized supervisor system to command the emergency braking to the train. The proposed countermeasure only handles false-data injection based on the address resolution protocol spoofing presented in [16].

B. Stealthy Attacks on CPS

The ZDA and PDA are typical system-theoretic stealthy cyber-physical attacks that corrupt control-related information in communication channels [11], [12]. These unidirectional attacks are relatively simple to implement in comparison to other attacks that invade both channels of the feedback control loop while maintaining their stealthiness.

The ZDA targets the zero-dynamics of linear physical systems in the unstable region, and it corrupts the control input signal by adding a ZDA signal to the network. The ZDA is injected, the states of the physical system are made unstable by the ZDA; however, the sensor measurement from the physical system remains stable because of the stealthiness of the ZDA.

A ZDA detection scheme using a generalized hold method is proposed in [17], which replaces zero-order hold (ZOH) at the actuator. In [18], the authors propose a two-way coding strategy to reveal the stealthiness of the ZDA, which distorts the attack perspectives of feedback control systems. In addition, the ZDA is inherently detected by the actuating saturation of the physical systems; therefore, it is hard to launch the ZDA in a real CPS environment.

The PDA targets the pole-dynamics of linear physical systems in the unstable region and corrupts the sensor measurements by adding the PDA signal to the network. When the PDA is launched, the states of the physical system diverge to infinity, but the computing system misleads the corrupted sensor measurement into a stable state because the PDA signal vanishes the divergence of the sensor measurement from the physical system. Unlike the ZDA, there has been little work to detect and recover from the PDA, especially in real time. Consequently, to guarantee resilience of CPS from the PDA, it is required to develop detection and recovery mechanisms.

III. PRELIMINARIES ON THE PDA

A. System Model

We consider a CPS including a physical system, a computing system, and networks, as illustrated in Fig. 1. The physical system is modeled as a linear time-invariant (LTI) single-input single-output system. The computing system consists of an observer, a feedback controller, and an anomaly detector, where each component estimates the state of the physical system, calculates the control input signal, and determines system anomalies, respectively. The physical system and computing system are designed in the discrete-time domain. The LTI system is one of the most typical models adopted for CPS with physical dynamics such as unmanned aerial vehicles (UAVs) [19] and industrial systems [20].

We consider the dynamics of the physical system given by

\[ x(k+1) = Ax(k) + Bu(k) \]
\[ y(k) = Cx(k) \]  

where \( A \in \mathbb{R}^{n \times n} \) is the system matrix that has one or more eigenvalues of magnitude greater than 1, \( B \in \mathbb{R}^{n} \) is the input matrix, \( C \in \mathbb{R}^{1 \times n} \) is the output matrix, \( x(k) \in \mathbb{R}^{n} \) is the state of the physical system, \( u(k) \in \mathbb{R} \) is the control input, and \( y(k) \in \mathbb{R} \) is the sensor output. For the LTI system (1), we assume that \( (A, B) \) pair is controllable and \( (A, C) \) pair is observable. The eigenvalues of \( A \) whose magnitude is greater than 1 become the unstable poles of the transfer function form of (1) from \( u \) to \( y \).

We consider the observer-based feedback controller on the computing system as follows:

\[ \dot{x}(k+1) = Ax(k) + Bu(k) + L(y(k) - C\hat{x}(k)) \]
\[ u(k) = Py_e(k) - K\hat{x}(k) \]  

![Fig. 1. CPS with a conventional anomaly detector under the PDA.](image-url)
where \( \hat{x}(k) \in \mathbb{R}^n \) is the state estimate, \( y_r(k) \in \mathbb{R} \) is the reference signal, \( P \) is a scalar gain, \( K \in \mathbb{R}^{1 \times n} \) is the state-feedback controller gain, and \( L \in \mathbb{R}^n \) is the observer gain. We assume that \( K \) and \( L \) in (2) are properly selected to stabilize system (1), i.e., they are selected such that both \( A - BK \) and \( A - LC \) are Schur matrices. Due to amplitude ratio of the physical system between the reference signal \( y_r(k) \) and the steady-state response \( y(k) \), the sensor measurement \( y(k) \) does not trace the reference signal \( y_r(k) \). Therefore, it is required to scale the reference signal \( y_r(k) \) with the gain \( P \) considering the amplitude ratio of the physical system \( C(I_n - A + BK)^{-1}B \). The gain \( P \) is selected to satisfy \( C(I_n - A + BK)^{-1}BP = 1 \) in order to achieve asymptotic tracking for constant \( y_r \), where \( I_n \) is the \( n \) dimensional unity matrix.

**B. State Divergence by the PDA**

The goal of the PDA is to diverge the states of the physical system to infinity while sustaining stealthiness to avoid detection. To achieve the goal, the attacker adds a PDA signal to sensor measurement on the network as shown in Fig. 1, which conceals the divergence of sensor measurement from the anomaly detector.

The PDA is an attack on the sensor and is designed using the knowledge of the matrices \( A \) and \( C \) of the physical systems (1) as follows:

\[
\begin{align*}
    x^a(k) &= A^k x^a(0) \\
    y^a(k) &= -Ca^k(k) \\
    \hat{y}(k) &= y(k) + y^a(k)
\end{align*}
\]

where \( x^a(k) \in \mathbb{R}^n \) is the state of the attacker, \( x^a(0) \) is the initial state of attack dynamic, \( y^a(k) \) is the attack signal, and \( \hat{y}(k) \) is the sensor measurement manipulated by the attacker. Consequently, \( \hat{y}(k) \) enters observer (2). Due to the unstable eigenvalues of system (1), the attacker state \( x^a(k) \) diverges as \( k \) increases, and due to the observability of \( (A,C) \), the PDA signal \( y^a(k) \) also diverges.

Under the PDA attack, the closed-loop dynamics of (1)–(3) in terms of two newly defined vectors

\[
\begin{align*}
    \tilde{x}(k) &= x(k) - x^a(k) \\
    e(k) &= \tilde{x}(k) - \hat{x}(k)
\end{align*}
\]

are given by

\[
\begin{align*}
    \tilde{x}(k+1) &= (A - BK)\tilde{x}(k) + BK e(k) + BP y_r(k) \\
    e(k+1) &= (A - LC)e(k).
\end{align*}
\]

Notice first from (7) that

\[
\lim_{k \to \infty} e(k) = \lim_{k \to \infty} [\tilde{x}(k) - \hat{x}(k)] = 0
\]

holds for the vector \( e(k) \) because \( A - LC \) is Schur. This means that the state estimate \( \hat{x}(k) \) asymptotically converges to \( \tilde{x}(k) \) (instead of \( x(k) \)) under the PDA. Now, (6) implies that \( \tilde{x}(k) \) is bounded because \( A - BK \) is Schur, \( e \) is diminishing, and \( BP y_r(k) \) is bounded. However, \( x^a(k) \) is a diverging signal. Thus, in order for \( \tilde{x}(k) \) remain bounded, the state of the physical system \( x(k) \) has to diverge as well, closely following the attacker’s state \( x^a(k) \). If there exists an index \( l > 0 \) such that \( y_r(k) = 0 \) for all \( k \geq l \), then the following also holds:

\[
\lim_{k \to \infty} \tilde{x}(k) = \lim_{k \to \infty} [x(k) - x^a(k)] = 0.
\]

This again shows that the state \( x(k) \) has to diverge under the PDA attack.

**C. Stealthiness of the PDA**

The conventional anomaly detector determines the control fault of the physical system as shown in Fig. 1 by comparing the sensor measurement and state estimate from the knowledge on the physical system. To demonstrate the stealthiness of the PDA, we consider the physics-based anomaly detector as follows:

\[
\Gamma(k) = \begin{cases} 
1, & \text{if } r(k) > \delta \\
0, & \text{otherwise}
\end{cases}
\]

where \( \Gamma(k) \) is the attack alarm, \( r(k) = \| y(k) - \hat{y}(k) \| \in \mathbb{R} \) is the residual, and \( \delta \in \mathbb{R} \) is the threshold. When the residual \( r(k) \) exceeds the threshold \( \delta \), the anomaly detector (10) raises an alarm.

When deceived sensor measurement \( \hat{y}(k) \) is injected into the anomaly detector, the PDA detection criterion replaces the residual \( r(k) \) with residual \( \hat{r}(k) = \| \hat{y}(k) - \hat{y}(k) \| \), where \( \hat{r}(k) \) is the residual under the PDA.

From the convergence (8), the residual \( \hat{r}(k) \) converges to zero

\[
\lim_{k \to \infty} \hat{r}(k) = \lim_{k \to \infty} \| C\tilde{x}(k) - C\hat{x}(k) \| = 0.
\]

Although the state of the physical system \( x(k) \) diverges to infinity by (9), the residual \( \hat{r}(k) \) does not exceed the threshold \( \delta \). In consequence, the attack alarm \( \Gamma(k) \) is not raised, which indicates that the PDA guarantees stealthiness from (11).

**D. Vulnerability Analysis in Cyber Domain**

In various CPSs, general Internet protocol is adopted to control the physical systems such as UAVs [21] and CBTC systems [22]. Especially, user datagram protocol (UDP) is widely selected to satisfy real-time requirements of the CPSs, which means that CPSs are vulnerable to most network attacks. One example of the network attacks targeting CPS is a man-in-the-middle (MITM) attack on the CBTC system [7], which shows that the manipulation of the control input packet leads to train collision. While encryption techniques prevent the MITM attacks in conventional networks, it is often difficult to adopt the encryption techniques in CPS due to limited computing resources and real-time requirements of the physical systems.

Cyber-physical attacks, including the PDA, are implemented as packet manipulation by the MITM attacks or intrusion of an unauthorized network device with packet handling software such as NetFilterQueue [23] as illustrated in Fig. 2(a). In this article, the PDA is realized as packet manipulation by the unauthorized device illustrated in Fig. 2(a), and we assume that the packet manipulation is due to a network attack that exploits certain network vulnerabilities. Thus, it is impossible to detect the PDA with a legacy network intrusion detection system.
IV. SDN-BASED RESILIENT CPS ARCHITECTURE

In this section, we propose a cyber-physical security framework based on SDN.

A. Real-Time PDA Detection and Recovery Processes

Due to the stealthiness of the PDA, it is impossible to detect the PDA by the conventional anomaly detector at the computing system. In the meantime, in order to realize the PDA, the attacker needs to invade a certain point in the network to corrupt the sensor measurement. Consequently, we tackle the problem from a networking point of view, which enables us to derive a solution for detecting, isolating, and recovering from the attack.

We propose a cyber-physical security framework that supports PDA detection and system recovery in real time as shown in Fig. 2, which consists of a centralized network manager and multiple distributed network devices. The proposed framework executes the following three processes.

1) Attack detection: As shown in Fig. 2(a), distributed network devices inspect the sensor measurement packets and detect the PDA by the PDA detection algorithm embedded on the network devices. Then, the devices detecting the PDA send alarms to the network manager.

2) Attacker isolation: Once the network manager receives attack notification from certain network devices, it identifies the point of attack by comparing attack alarms and a previously acquired network topology, as shown in Fig. 2(b). Once the point of attack is located, the network manager disconnects the links next to the attacker to prevent additional packet corruptions by the attacker.

3) Path recovery: Due to attacker isolation, the original connection between the physical system and the computing system is lost, which indicates destruction of the feedback control loop. To recover the feedback loop, the network manager searches and establishes a new path between the physical system and computing system as shown in Fig. 2(c).

B. SDN-Based Implementation of the Proposed Architecture

When the PDA is launched, the proposed framework executes these three processes sequentially. A critical issue is to complete these processes before the physical systems enter an irreparable state as a result of the attack. Since legacy network devices have limited programmable resources, it is formidable to implement these processes in a conventional network. Therefore, we adopt the SDN technology to implement the proposed framework.

SDN separates control plane and data plane in software, which is composed of a centralized SDN controller on the control plane and multiple SDN switches on the data plane [24]. The separated control plane and data plane interact through a southbound API, such as OpenFlow, which enables flexible routing and network status monitoring. Both the control plane and data plane of the SDN are programmable by the network administrator. Hence, the SDN switch can utilize the computational resources for cyber-physical security tasks.

Fig. 3 shows the implementation and operation of the proposed framework on the SDN network, where three core processes of the proposed framework are implemented by the SDN network providing services that the legacy network cannot provide as follows.

1) Packet capturing: SDN switch enables us to collect both legitimate sensor packets \( y(k) \) and modified sensor packets \( \tilde{y}(k) \) by the attacker; however, the anomaly detector (10) on the computing system only acquires the modified sensor measurement \( \tilde{y}(k) \).

2) PDA detection logic installation: Programmability of the SDN switch enables us to embed the PDA detection algorithm on the SDN switch, which reveals the PDA from the collected sensor measurement packets.

3) Interaction between the SDN controller and the SDN switches: The SDN switches can detect the PDA and alert to the SDN controller in real time, as illustrated in Fig. 3. Also, the SDN controller remotely manages the SDN switches and provides flexible routing of the network, which supports the attacker isolation process and path recovery process.
In addition, since real-time inspection of the control input signal as well as sensor measurement is possible, the SDN switch can detect other stealthy attacks by embedding different attack detection algorithms.

The SDN switches on the data plane are programmable [24]; the SDN switch is one of the Linux machine, and the packet forwarding function is implemented by software. Hence, the SDN switch can utilize the computational resources for cyber-physical security tasks, excluding networking resources. The attack detection process of the proposed framework is fulfilled by the SDN switches. By utilizing the computational resources, the SDN switches are able to capture the packets for traffic monitoring [25]. Then, based on the captured sensor measurement packets, the SDN switches detect the PDA by the detection algorithm. When the PDA is detected, the SDN switches inform the SDN controller of the attack as shown in Fig. 3.

The attacker isolation process is conducted on the SDN control plane. Based on the topology information and the attack alarms received from the SDN switches, the SDN controller can identify the location of the attacker and adjacent SDN switches linked to the attacker. To isolate the attacker from the network, the SDN controller deactivates the ports of the SDN switches that establish the poisoned link by the attacker through remote switch management as illustrated in Fig. 3. By this port deactivation on the control plane, it is no more possible for the attacker to inject malicious packets and manipulate the legitimate packets on the network.

The path recovery process is conducted with the flexible routing of the SDN control plane. Due to the port deactivation to isolate the attacker, it is necessary to re-establish the data transmission path for sensor measurement packets. The SDN controller updates the network topology and restructures a new data transmission path through the installation of new forwarding policies on the SDN switches, as shown in Fig. 3.

In order to apply the proposed framework to an actual industrial system, the existing network devices should be replaced by SDN switches that contain PDA detection logic. Also, the SDN controller needs to be added to the network, where applications for estimation of attacker location and path recovery are installed on the SDN controller.

C. PDA Detection Algorithm on SDN Switch

We embed the PDA detection algorithm on the SDN switches, where the proposed detection algorithm classifies the PDA from other anomalies such as disturbances and transient behaviors. Here, we assume the following attack location conditions; the PDA is only launched on the network and the link between the physical systems and the SDN switches are protected from the attacker. Then, based on the truthful sensor measurement tracing the open-loop response under the PDA, we develop a dual anomaly detector as the PDA detection algorithm embedded on the SDN switches.

Fig. 4 illustrates the structure of the proposed dual anomaly detector, which consists of a closed-loop model-based observer and an open-loop model observer.

1) Dual Anomaly Detector With Two Observers: We consider the closed-loop model-based observer and open-loop model observer as follows:

\[ \hat{x}_{cl}(k+1) = (A - BK)\hat{x}_{cl}(k) + BPy_r(k) + L(\hat{y}(k) - C\hat{x}_{cl}(k)) \quad (12) \]

\[ \hat{x}_{o}(k+1) = A\hat{x}_{o}(k) + L(\hat{y}(k) - C\hat{x}_{o}(k)) \quad (13) \]

where \( \hat{x}_{cl}(k) \in \mathbb{R}^n \) is the state estimate of the closed-loop model observer (12), and \( \hat{x}_{o}(k) \in \mathbb{R}^n \) is the state estimate of the open-loop model observer (13).

The proposed dual anomaly detection adopts the anomaly detector strategy (10) with two residuals \( r_{cl}(k) = \| \hat{y}(k) - C\hat{x}_{cl}(k) \| \) and \( r_{o}(k) = \| \hat{y}(k) - C\hat{x}_{o}(k) \| \). In an attack-free system, i.e., when there is no attack, the residual \( r_{cl}(k) \) converges to zero because observer (12) on the SDN switches is equal to observer (2) on the computing system. However, similarly to the gain \( P \) selection in (2), the estimated sensor measurement \( C\hat{x}_{cl}(k) \) does not trace the constant reference \( y_r \) due to the amplitude ratio of the open-loop observer \( C(I_n - A + LC)^{-1}L \). Therefore, residual \( r_{cl}(k) \) converges to the steady-state deviation \( e_{ss} \) between the sensor measurement \( \hat{y}(k) \) and the sensor measurement estimate \( C\hat{x}_{o}(k) \), given by

\[ e_{ss} = (1 - C(I_n - A + LC)^{-1}L)y_r \tag{14} \]

for the constant \( y_r \).

Note that, because the deviation \( e_{ss} \) is linearly proportional to the reference signal \( y_r(k) \), it is not straightforward to adopt the residual \( r_{o}(k) \) for the threshold-based detection strategy (10). Therefore, compensating the deviation \( e_{ss} \) in the residual \( r_{cl}(k) \) is required, as shown in Fig. 4.

2) Compensation for Model Inaccuracy: The idea of compensation relies on the value of \( e_{ss} \) in (14), which is obtained as follows. When there is no attack, and for constant \( y_r \), the open-loop observer estimate \( \hat{x}_{o}(k) \) converge to a constant vector

\[ \hat{x}_{o}(k+1) = \hat{x}_{o}(k) = \hat{x}_{o}^* \quad (15) \]

where \( \hat{x}_{o}^* \in \mathbb{R}^n \) is the state estimate of (13) in the steady state. By (6) and the selection of \( P \), the sensor measurement \( \hat{y}(k) \) asymptotically tracks the reference signal \( y_r(k) \), and the reference signal \( y_r(k) \) has a constant value \( y_r \). From the steady-state condition (15), the state estimation \( \hat{x}_{o}^* \) of observer (13) is represented as

\[ \hat{x}_{o}^* = (I_n - A + LC)^{-1}Ly_r. \tag{16} \]
The value of $e_{ss}$ is in fact the tracking error between $y_r$ and the sensor output estimate $C\hat{x}_o$ of observer (13), which gives the equation of (14).

From the steady-state deviation $e_{ss}$, we replace the residual $r_o(k)$ with compensated residual $r_o^*(k) \in \mathbb{R}$ denoted as

$$r_o^*(k) = ||\hat{y}(k) - C\hat{x}_o(k) - e_{ss}||.$$  
(17)

The residual $r_o^*(k)$ converges to zero in the attack-free steady state, which is the criterion to filter the PDA from the other anomalies such as disturbances.

3) Stealthiness Revealed by Dual Anomaly Detector: Fig. 5 presents the state determination of the physical system by the dual anomaly detector with two residuals $r_{cl}(k)$ and $r_o^*(k)$, from which we can filter out the PDA from external disturbances.

In an attack-free system, the residuals $r_{cl}(k)$ and $r_{o}^*(k)$ converge to zero. When a disturbance is applied to the physical system, the residuals $r_{cl}(k)$ and $r_{o}^*(k)$ exceed the thresholds $\delta_{cl}$ and $\delta_o$, respectively. The transient state refers to the period in which the physical system recovers from the anomalies to the attack-free state. For an example of the transient state, after the disturbance injection, the residuals $r_{cl}(k)$ and $r_{o}^*(k)$ recover to zero, where the $r_{cl}(k)$ converges faster than the $r_{o}^*(k)$ because the closed-loop model observer (12) has better model fidelity than the open-loop model observer (13). However, when the PDA is launched on the network, then only the residual $r_{cl}(k)$ diverges to infinity, although the residual $r_{o}^*(k)$ converges to zero by (3) and (9). Consequently, the proposed dual anomaly detector can filter out and detect the PDA from other abnormalities.

To prevent the false-positive detection by system noises or external disturbances, the moving average (MA) can be adopted optionally for the residuals as shown in Fig. 4. Tradeoff between false-positive detection rate and detection speed by MA is described in Section V.

D. Attacker Isolation and Path Recovery

On the SDN controller, a delivery path of the sensor measurement is denoted as the directed graph $P = \{V, E\}$ representing the set of the SDN switches and links, where $V$ is a set of the SDN switches, and $E$ is a set of the links. For the set of links $E = \{e_1, e_2, \ldots, e_{|V|-1}\}$, the directed $i$th link $e_i = \{v_{source}, v_{sink}\}$ on the path $P$ is denoted by the set of two SDN switches, where $v_{source}$ is the source switch of the link, and $v_{sink}$ is the sink switch of the link. In the link $e_i$, the data are transmitted from $v_{source}$ to $v_{sink}$.

If the attacker invades any link on the path $P$ and launches the PDA, still some SDN switches receive the truthful sensor measurement from the physical system and the others receive the manipulated sensor measurement by the attacker. Then, the SDN controller receives attack alarms from SDN switches and locates the attacked link by Algorithm 1.

In Algorithm 1, $T$ is a set of SDN switches that receive the truthful sensor measurement, $T$.append($v$) is a function that includes an SDN switch $v$ in set $T$, $v$.alarm is an indicator whether the SDN switch $v_j$ generates the attack alarm, $e_j$.vsource and $e_j$.vsink are the data transmission source SDN switch and the sink SDN switch in the directed link $e_j$, respectively. Algorithm 1 classifies the SDN switches that receive the truthful sensor measurement into the set $T$ from all the switches $V$ on the path $P$. Then, the estimation algorithm analyzes the SDN switches $T$ for all links $E$. For example, if the attacker invades the link $e_{attack} = \{a, b\}$, then an SDN switch $a$ receives the truthful sensor measurement $\hat{y}(k)$ and alerts the SDN controller about the PDA. However, the other SDN switch $b$ receives the corrupted sensor measurement $\tilde{y}(k)$ from the attacker and does not send an alarm.

To minimize additional damage by the PDA, the attacker should be isolated from the network. The SDN controller sends a command to the SDN switches between the attacker’s link $e_{attack}$, and then these SDN switches deactivate the ports that establish the link $e_{attack}$. Then, the link $e_{attack}$ is disconnected, and no more data are transmitted to the attacker.

Due to the attacker isolation, a new data transmission path for sensor measurement is required. After the recovery of the transmission path, the computing system receives the truthful sensor measurement and recovers the physical system to the original state.

---

**Algorithm 1: Identification of the Attacker Link.**

**Require:** $P$

$e_{attack} \leftarrow \emptyset, T \leftarrow \emptyset$

Receive the attack alarms from $V$

for $i = 1$ to $|V|$ do

if $v_i$.alarm = True then

$T$.append($v_i$)

end if

end for

for $j = 1$ to $|E|$ do

if $e_j$.vsource $\in T$ and $e_j$.vsink $\notin T$ then

$e_{attack} \leftarrow e_j$

end if

end for

return $e_{attack}$

---
between 0 and 1 m and the reference position is on the beam by tilting the beam. We set the range of the beam the control of this system is to regulate the position of the ball adjustable tilt and a ball to roll off from the beam by gravity; A. Physical System Model for Recovery Demonstration

We consider the well-known ball and beam control system as the physical system [26], which consists of a beam with an adjustable tilt and a ball to roll off from the beam by gravity; therefore, this system has inherently unstable poles. The goal of the control of this system is to regulate the position of the ball on the beam by tilting the beam. We set the range of the beam between 0 and 1 m and the reference position is \( y_r(t) = 0.5 \) m. If the position of the ball exceeded the range of the beam, we consider the physical system irreparable because the ball rolls off the beam.

We consider the linearized ball-beam system dynamics in continuous time domain as follows:

\[
\dot{x}(t) = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & \frac{mg}{\pi^2 + m^2} & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 0 \\ u(t) \end{bmatrix}
\]

\[
y(t) = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} x(t)
\tag{18}
\]

where \( x(t) = [\dot{d}(t) \ \dot{\theta}(t) \ \theta(t) \ \dot{\theta}(t)]^T \) is a state vector of the ball-beam system, \( \dot{d}(t) \) is the ball position, \( \dot{\theta}(t) \) is the beam angle, \( m \) is the mass of the ball, \( g \) is gravitational acceleration, \( J \) is the ball’s moment of inertia, and \( R \) is the radius of the ball. In (18), the pair of the system matrix and the input matrix satisfies the controllability, and the pair of the system matrix and the output matrix satisfies the observability [27]. The system form (1) can be obtained by discretization of system (18) with ZOH.

B. Simulation Results for PDA Detection Performance

1) Detectability of the PDA: Fig. 6 shows the simulation result of the PDA detection algorithm on SDN switches that receive the truthful sensor measurement, where we apply a short disturbance to the physical system at \( t = 10 \) s and launch the PDA to the computing system at \( t = 16 \) s to validate the classification between the disturbance and the PDA.

Although more detection time is required, we adopt MA on our proposed detection algorithm for trustworthy PDA detection against the external disturbance or system noise. The top graph of Fig. 6 shows the sensor measurement \( y_k \), and the bottom graph shows the filtered residuals \( MA_{o}(k) \) and \( MA_{cl}(k) \), where the residuals \( r_{cl}(k) \) and \( r_{o}(k) \) are replaced by MAs with the time-window size \( w = 5 \). In addition, the black stemplot in the bottom graph shows the PDA detection by the residuals \( MA_{cl}(k) \) and \( MA_{o}(k) \) at time step \( k \).

Due to the disturbance at \( t = 10 \) s, two residuals increase simultaneously as the sensor measurement \( y_k \) increases. When the PDA is launched, only the residual \( MA_{o}(k) \) converges to zero while the residual \( MA_{cl}(k) \) diverges to infinity. At \( t = 17.4 \) s, the SDN switch detects the PDA, where the graph in the bottom part of Fig. 6 indicates attack detection. The simulation results clearly show that our proposed PDA detection algorithm can detect the PDA before the physical system becomes unstable by successfully discriminating the PDA from disturbances.

2) Detection Performance by Threshold Assignments: Our proposed PDA detection algorithm requires two thresholds \( \delta_{cl} \) and \( \delta_{o} \), hence, the assignments of these thresholds are crucial for the attack detection performance. The assignments of these thresholds are dependent on the MA window size and classification of four states of the dual anomaly detector.

In the context of the disturbance decision, the threshold \( \delta_{cl} \) should be small enough to detect the disturbances, i.e., the disturbance cannot be detected when too large threshold \( \delta_{cl} \) is selected. As shown in Fig. 6, the threshold \( \delta_{cl} \) does not exceed \( 6 \times 10^{-3} \) under the disturbance. Therefore, the threshold \( \delta_{cl} \) must be selected less than \( 6 \times 10^{-3} \) to detect the disturbance. In addition, the threshold \( \delta_{o} \) is selected to classify the state of the physical system into the transition state and the steady state. Under the recovery process from the disturbance, as illustrated in Fig. 6, the sensor measurement \( y(t) \) stays within 25% range of the reference \( y_r \) when \( \delta_{o} = 1 \times 10^{-4} \). However, in case of the threshold \( \delta_{o} = 1 \times 10^{-4} \), the sensor measurement \( y(t) \) stays within 3% range of the reference \( y_r \).

In the viewpoint of the PDA detection time and false-positive detection, the thresholds \( \delta_{cl} \) and \( \delta_{o} \) are adjusted. Fig. 7 illustrates...
the simulation results for the PDA detection time with respect to the threshold assignments. The increase in the threshold $\delta_o$ reduces the PDA detection time as shown in Fig. 7. However, on the other hand, which provides a poor performance for classification between the steady state and the transient state, as illustrated in Fig. 6. The decrease in the threshold $\delta_d$ also reduces the PDA detection time as shown in Fig. 7, while it causes the false-positive detection of the proposed detection algorithm for disturbances. When the threshold $\delta_i = 2 \times 10^{-3}$, the proposed PDA detection algorithm shows false-positive detection with the threshold $\delta_cl < 6 \times 10^{-3}$ from the threshold assignments simulation result, as illustrated in Fig. 7.

Consequently, both thresholds $\delta_cl$ and $\delta_o$ should be assigned by considering disturbance determination, attack detection speed, and false-positive rate. In our testbed environment, the threshold $\delta_cl$ should be assigned less than $6 \times 10^{-3}$ from the viewpoint of disturbance detection. At the same time, the threshold $\delta_o$ should be selected less than $1 \times 10^{-3}$ in the context of the PDA detection time and sensitivity.

C. Testbed Environment

We implement a CPS testbed with SDN. The testbed consists of a physical emulator, a computing system, an SDN network, and a PDA attacker, as shown in Fig. 8. The physical emulator is a PC, which emulates ball and beam dynamics governed by the control input signal from the computing system. The computing system is implemented in a PC with the control software including the observer, anomaly detector, and feedback controller. The physical emulator and computing system are connected through the SDN, which constructs a feedback control loop. The physical emulator periodically transmits the sensor measurement to the computing system, which then calculates the control input and sends it to the physical emulator via SDN. To implement the attack device, we employ the NetFilterQueue [23] software on a PC. We connect the attack device between the SDN switches $S1$ and $S2$, as shown in Fig. 8. Therefore, the sensor measurement packets transmitted through the attack device are manipulated by adding the PDA signal (3). We adopt general UDP protocol for communication between the physical emulator and the computing system to satisfy the real-time control requirement of the control system.

The SDN consists of an SDN controller and four SDN switches. The SDN switches are implemented by Raspberry pi 3 s with OpenSwitch software [28]. We use the ONOS SDN controller [29] to manage the SDN switches and reroute the packets when an attack is detected. When the sensor measurement packet enters the attacker, the attacker corrupts the packet by adding the PDA signal and redirects the modified packet to the computing system.

We consider the following scenario for experiments.

1) The attacker knows the sensor measurement packet flow $S4$–$S2$–$S1$ and invades the link between $S1$ and $S2$. Then, the attacker launches the PDA on the link by corrupting sensor measurement packet.

2) The SDN switches $S2$ and $S4$ inspect the truthful packet, and detect the PDA by the embedded dual anomaly detector. After PDA detection, these SDN switches notify the SDN controller of the attack.

3) Then, the SDN controller identifies the location of the attacker by Algorithm 1 and sends a command to cut off the link to SDN switches $S1$ and $S2$ in the attacker isolation process.

4) The SDN controller constructs a new sensor measurement packet flow $S4$–$S3$–$S1$ in the path recovery process. Consequently, the computing system receives the truthful sensor measurement $y(k)$ and recovers the physical system from the damage of the PDA.

To enhance the understanding of the SDN process, we provide the details on how the SDN manages the communication packets. In the attacker isolation process, the SDN controller receives the attack alarms from the SDN switches, and the SDN controller disconnects the links of the attacker. Fig. 9 shows packet traces on the SDN controller, where the SDN controller reacts to the PDA detection alarm for attacker isolation. When the attack alarms are entered to the SDN controller, the SDN controller estimates the attack location, and sends OpenFlow command OFPT_PORT_MOD, which modifies the behavior of the port, to SDN switch $S2$, as shown in Fig. 8. Then, the SDN switch $S2$ deactivates the network interface card (NIC) corresponding to the OFPT_PORT_MOD command. Due to the deactivated NIC,
it is denied for sensor measurement packets to pass through the attacker and for the attacker to inject malicious packets.

D. Empirical Study on Performance Recovery

We conduct two types of experiments to evaluate the reliability and recovery of our framework, where we select the following three evaluation metrics: false-positive detection rate, recovery success rate, and recovery performance. In the reliability experiment, the false-positive detection rate quantifies the reliability of attack detection and control quality deterioration in an attack-free environment. In the recovery experiment, the recovery success rate and recovery performance quantify the resilience of the CPS under the PDA. By changing the time-window size $w$ in the PDA detection algorithm, we evaluate the three metrics in the experiments with fixed thresholds $\delta_d$ and $\delta_o$.

1) Experiment on Reliability: To evaluate the false-positive detection rate, we conduct a reliability experiment in an attack-free environment. We only apply a short disturbance to the physical emulator and check whether attack alarms occur or not at the SDN switches. By changing the time-window size $w$, we conduct experiment 100 times for each time-window size $w$ to count the false-positive detection alarms at the SDN switches.

2) Experiment on Recovery: We conduct a recovery experiment to evaluate the recovery success rate and recovery performance under the PDA. The physical emulator runs for $t_f = 25$ s, and the attacker launches the PDA to the computing system at attack start time $t_a = 15$ s. We check whether the position of the ball exceeds the range of the beam under the PDA by changing the time-window size $w$.

Fig. 10 presents the empirical result of the recovery experiments for our framework when the time-window size $w$ is 3, which compares the recovered sensor measurements $y(t)$ with cases of the attack-free and attacked without recovery. In the attack-free case, the position of the ball $y(t)$ is regulated to 0.5 m. Under the PDA, the position of the ball $y(t)$ diverges to infinity from the time $t_a = 15$ s; then the ball exceeds the beam at time $t = 20.2$ s. However, for the case of our proposed framework, the physical system enters the recovery process at $t = 18.4$ s; consequently, the sensor measurement $y(t)$ quickly converged to 0.5 m.

The recovery performance is evaluated in terms of the integrated absolute error (IAE), which is the integral of the absolute value of error between sensor measurement $y(t)$ and the position reference $y_r(t)$ from the attack start time $t_a$. The IAE is calculated as follows:

$$IAE = \int_{t_a}^{t_f} |y(t) - y_r(t)| \, dt$$  \hfill (19)

where a larger IAE indicates the worse recovery performance. Similarly to the reliability experiment, we conduct the recovery experiment 100 times for each time-window size $w$ by changing the time-window size $w$, and we check the number of recovery success cases and IAEs in all trials.

E. Experimental Results

1) False-Positive Detection Rate and Recovery Success Rate: Fig. 11 shows the false-positive detection rate and recovery success rate with respect to time-window size $w$. The false-positive detection rate and recovery success rate indicate the noise sensitivity and the attack detection speed of PDA detection algorithm, respectively.

Fig. 11(a) shows decrease of the false-positive detection rate as the time-window size $w$ increases. In particular, when the time-window size $w$ is 3, the false-positive detection rate drastically decreases, and the detection algorithms with $w$ greater than 3 do not generate false-positive alarms. In other words, too small $w$ makes the detection algorithm vulnerable to noises, which causes the network instability and poor control performance due to false detection alarms.

Fig. 11(b) shows the decrease in the recovery success rate as the time-window size $w$ increases, where we set the initial time-window size $w$ as 3 to guarantee the detection reliability from the results of the reliability experiments. The dominant reason for recovery fail is detection delay by MA with a large time-window size $w$ at the SDN switches. For the time-window size $w = 15$, the recovery success rate drastically decreases to 0.32; in addition, the physical emulator becomes irreparable in all cases in which the time-window size $w = 18$.

2) Recovery Performance: We analyze the IAEs only for the recovery success cases in the recovery experiment results for each time-window size $w$. Fig. 12(a) presents the cumulative distribution functions (CDFs) of the IAEs, which show the recovery performances of empirical trials for each time-window size $w$, where the PDA detection algorithm with a large time-window size $w$ causes a poor recovery performance of the physical system. In most cases, small time-window sizes show a better
recovery performance than large-window sizes. However, IAEs at \( w = 6 \) are less than IAEs at \( w = 3 \) in some cases for a poor recovery performance, because small \( w \) is more sensitive to noise than large \( w \), which degrades the attack detection performance. Fig. 12(b) shows the average IAEs of the recovery experiment for each time-window size, which show that a large time-window size generally causes a poor recovery performance under the PDA.

3) Time-Window Size Selection: From the reliability and recovery experiments, we confirm that there exists a tradeoff between recovery performance and detection reliability by the time-window size \( w \). To minimize damage by the PDA, it is necessary to select a suitable time-window size \( w \). The lower bound of the window size range should be large enough to have a low false-positive detection rate for noise-tolerant detection. Likewise, the upper bound should be small enough to ensure a high-recovery success rate for noise-tolerant detection. In our testbed environment, the lower bound of \( w \) is greater than 2 for noise-tolerant detection. In addition, the upper bound of \( w \) was less than 9 to achieve a recovery success rate over 95%.

VI. Conclusion

In this article, we have proposed a cyber-physical security framework from the networking perspective, which guarantees the resilience of CPS against the PDA, a newly reported stealthy sensor attack. In order to validate the proposed framework, we have implemented a testbed with a physical emulator and an SDN. Our empirical results have shown that the proposed framework can ensure the resilience of a CPS against the PDA in real time.

The computing aspect of SDN switches needs further research. The SDN switches actually have limited computational resources, and the more computational resources are used for packet inspection, the lower the network performance is, which leads to a decrease in the control performance of the physical system. As a line of future work, one possibility is to investigate the energy-efficient packet sampling strategy maintaining the resilience of the physical systems while considering the energy constraints of the SDN switches. Another possibility is to extend this work to an environment where there are multiple physical systems with heterogeneous dynamics.
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